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Cancer is a leading cause of death worldwide, and advanced cancer is often treated with combinations of

multiple chemotherapy drugs. In this work, we develop models to predict the outcomes of clinical trials

testing combination chemotherapy regimens before they are run and to select the combination chemotherapy

regimens to be tested in new Phase II and III clinical trials, with the primary objective of improving the

quality of regimens tested in Phase III trials compared to current practice. We built a database of 414 clinical

trials for gastric and gastroesophageal cancers and use it to build statistical models that attain an out-of-

sample R2 of 0.56 when predicting a trial’s median overall survival (OS) and an out-of-sample area under

the curve (AUC) of 0.83 when predicting if a trial has unacceptably high toxicity. We propose models that

use machine learning and optimization to suggest regimens to be tested in Phase II and III trials. Though it

is inherently challenging to evaluate the performance of such models without actually running clinical trials,

we use two techniques to obtain estimates for the quality of regimens selected by our models compared with

those actually tested in current clinical practice. Both techniques indicate the models might improve the

e�cacy of the regimens selected for testing in Phase III clinical trials without changing toxicity outcomes.

This evaluation of the proposed models suggests they merit further testing in a clinical trial setting.

1. Introduction

Cancer is a leading cause of death worldwide, accounting for 8.2 million deaths in 2012. This

number is projected to increase, with an estimated 13.1 million deaths in 2030 (World Health

Organization 2012). The prognosis for many solid-tumor cancers is grim unless they are caught at
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an early stage, when the tumor is contained and can still be surgically removed. At the time of

diagnosis, the tumor is often su�ciently advanced that it has metastasized to other organs and can

no longer be surgically removed, leaving drug therapy or best supportive care as the best treatment

options.

A key goal of oncology research for advanced cancer is to identify novel chemotherapy regimens

that yield better clinical outcomes than currently available treatments (Overmoyer 2003, Roth

2003). Phase II clinical trials are used to evaluate the e�cacy of novel regimens, with a focus on

exploring treatments that have never been previously tested for a disease — in this work we found

that 89.4% of Phase II trials for advanced gastric cancer test a new chemotherapy regimen. While

some trials evaluate a new drug for a particular cancer, the majority (84.6% for gastric cancer)

instead test novel combinations of existing drugs in di↵erent dosages and schedules; in this work

we focus primarily on this type of chemotherapy regimen. The most e↵ective regimens identified

in Phase II trials are then evaluated in Phase III studies, which are large randomized controlled

trials comparing one or more experimental regimens against a control group treated with the best

available standard chemotherapy regimen (Friedman et al. 2010b). Treatments that perform well

against standard treatments in Phase III trials may then be considered new standard regimens for

advanced cancer; identifying such regimens and thereby improving the set of treatments available

to patients is a key goal of oncology research for advanced cancer (Overmoyer 2003, Roth 2003).

Finding novel, e↵ective chemotherapy treatments for advanced cancer is challenging in part

because the most e↵ective chemotherapy regimens often contain more than one drug. Meta-analyses

for a number of cancers have demonstrated e�cacy gains of combination chemotherapy regimens

over single-agent treatments (Delbaldo et al. 2004, Wagner 2006), and in this work we found that

80% of all chemotherapy clinical trials for advanced gastric cancer have tested multi-drug treat-

ments. As a result of the large number of di↵erent chemotherapy drugs, there are a huge number

of potential drug combinations that could be investigated in a new Phase II trial, especially when

considering di↵erent dosages and dosing schedules for each drug. However, testing any chemother-

apy regimen in a clinical trial is expensive, costing on average more than $10 million for Phase II

studies and $20 million for Phase III trials (Sertkaya et al. 2014); these costs are often incurred

either by pharmaceutical companies or by the government. Furthermore, even after a Phase II

study has been run testing a new regimen, it can be di�cult to determine whether this regimen

is a good candidate for testing in a larger Phase III study because Phase II trials often enroll

patient populations that are not representative of typical advanced cancer patients (Friedman et al.

2010b). For these reasons, it is a challenge for researchers to identify e↵ective new combination

chemotherapy regimens.
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Our aspiration in this paper is to propose an approach that could serve as a method for selecting

the chemotherapy regimens to be tested in Phase II and III clinical trials. Because Phase III clinical

trials are used to test the most promising chemotherapy regimens to date and can directly a↵ect

standard clinical practice, our central objective in this work is to design tools that can improve

the quality of the chemotherapy regimens tested in Phase III trials compared to current practice.

The key contributions of the paper are:

Clinical Trial Database We developed a database containing information about the patient

demographics, study characteristics, chemotherapy regimens tested, and outcomes of all Phase II

and III clinical trials for advanced gastric cancer from papers published in the period 1979–2012

(Section 2). Surprisingly, and to the best of our knowledge, such a database did not exist prior to

this study.

Statistical Models Predicting Clinical Trial Outcomes We train statistical models using

the results of previous randomized and non-randomized clinical trials (Section 3). We use these

models to predict survival and toxicity outcomes of new clinical trials evaluating regimens whose

drugs have individually been tested before, but potentially in di↵erent combinations or dosages.

To our knowledge, this is the first paper to employ statistical models for the prediction of clinical

trial outcomes of arbitrary drug combinations and to perform an out-of-sample evaluation of the

predictions.

Design of Chemotherapy Regimens We propose and evaluate tools for suggesting novel

chemotherapy regimens to be tested in Phase II studies and for selecting previously tested regimens

to be further evaluated in Phase III clinical trials (Section 4). Our methodology balances the dual

objectives of exploring novel chemotherapy regimens and testing treatments predicted to be highly

e↵ective. To our knowledge, this is the first use of statistical models and optimization to design

novel chemotherapy regimens based on the results of previous clinical trials.

We summarize the models developed and evaluated in this paper in Table 1. In Section 4.4 we

approximate the quality of our suggested chemotherapy regimens using both simulated clinical

trial outcomes and the true outcomes of similar clinical trials in our database. In Section 5 we

discuss the next step in evaluating our models: using clinical trials to evaluate the quality of the

chemotherapy regimens we suggest.

The approach we propose in this work is related to both patient-level clinical prediction rules and

meta-regressions, though it di↵ers in several important ways. Medical practitioners and researchers

in the fields of data mining and machine learning have a rich history of predicting clinical outcomes.

For instance, techniques for prediction of patient survival range from simple approaches like logistic

regression to more sophisticated ones such as artificial neural networks and decision trees (Ohno-

Machado 2001). Most commonly, these prediction models are trained on individual patient records
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Model Approach Evaluation Techniques

Prediction of clinical
trial e�cacy and
toxicity outcomes

Statistical models trained on a large
database of previous clinical trials
(Section 3.2)

Sequential out-of-sample R

2, root
mean square error, and area under
the curve (Section 3.3), as well as
evaluation of whether models could
aid planners in avoiding
unpromising trials (Section 3.4)

Design of novel
chemotherapy regimens
for evaluation in Phase
II studies

Integer optimization using our
statistical models to select novel
chemotherapy regimens with high
predicted e�cacy and acceptable
predicted toxicity (Section 4.1)

The simulation and matching
metrics, which use both
simulation and the outcomes of
true clinical trials to compare
our suggested chemotherapy
regimens against those selected
in current clinical practice
(Section 4.4)

Selection of previously
tested chemotherapy
regimens for further
evaluation in Phase III
clinical trials

Using our statistical models to identify
previously tested regimens with high
predicted e�cacy and acceptable
predicted toxicity (Section 4.2)

Table 1 A summary of the models developed and evaluated in this paper.

and used to predict the clinical outcome of an unseen patient, often yielding impressive out-of-

sample predictions (Burke 1997, Delen et al. 2005, Lee et al. 2003, Hurria et al. 2011, Je↵erson

et al. 1997). Areas of particular promise involve incorporating biomarker and genetic information

into individualized chemotherapy outcome predictions (E↵erth and Volm 2005, Phan et al. 2009).

Individualized predictions represent a useful tool to patients choosing between multiple treatment

options (Zhao et al. 2009, 2012, van’t Veer and Bernards 2008), and when trained on clinical trial

outcomes for a particular treatment can be used to identify promising patient populations to test

that treatment on (Zhao et al. 2011) or to identify if that treatment is promising for a Phase

III clinical trial (De Ridder 2005). However, such models do not enable predictions of outcomes

for patients treated with previously unseen chemotherapy regimens, limiting their usefulness in

designing novel chemotherapy regimens.

The technique of meta-regression involves building models using the e↵ect size of randomized

trials as the dependent variable and using independent variables such as patient demographics and

information about the chemotherapy regimen in a particular trial. These models are used to com-

plement meta-analyses, explaining statistical heterogeneity between the e↵ect sizes computed from

randomized clinical trials (Thompson and Higgins 2002). Though in structure meta-regressions are

similar to the prediction models we build, representing trial outcomes as a function of trial prop-

erties, they are used to explain di↵erences between existing randomized trials, and study authors

generally do not evaluate the out-of-sample predictiveness of the models. Like meta-analyses, meta-

regressions are performed on a small subset of the clinical trials for a given disease, often containing

just a few drug combinations. Even when a wide range of drug combinations are considered, meta-

regressions typically do not contain enough drug-related variables to be useful in proposing new
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trials. For instance, Hsu et al. (2012) uses only three variables to describe the drug combination in

the clinical trial; new combination chemotherapy trials could not be proposed using the results of

this meta-regression. Finally, meta-analyses and meta-regressions are typically performed on a sub-

set of published randomized controlled studies, while our approach uses data from both randomized

and non-randomized studies.

Because approaches such as patient-level clinical prediction rules, meta-analysis, and meta-

regression cannot be readily used to design new chemotherapy regimens to be tested in clinical

trials, other methods, collectively termed preclinical models, are instead used in the treatment

design process. Following commonly accepted principles for designing combination chemotherapy

regimens (Page and Takimoto 2002), researchers seek to combine drugs that are e↵ective as single

agents and that show synergistic behavior when combined; drugs that cause the same toxic e↵ects

and that have the same patterns of resistance are not combined in suggested regimens. Molecular

simulation is a well developed methodology for identifying synergism in drug combinations (Chou

2006), and virtual clinical trials, which rely on pharmacodynamic and pharmacokinetic models

to analyze di↵erent drug combinations, can also be used to suggest new treatments (Kleiman

et al. 2009). Animal studies and in vitro experimentation can be used to further evaluate novel

chemotherapy regimens; results of these preclinical studies are often cited as motivations for Phase

II studies of combination chemotherapy regimens (Chao et al. 2006, Iwase et al. 2011, Lee et al.

2009). A key limitation of current preclinical models is that most do not incorporate treatment

outcomes from actual patients, while the new models we propose in this work leverage patient

outcomes reported in previous clinical trials.

We believe the data-driven approaches we propose in this paper would complement existing

preclinical models. For instance, an in vitro experiment could be performed to evaluate the anti-

tumor activity of a combination chemotherapy regimen suggested by our model from Section 4.1.

Such experimentation could be used to evaluate and refine chemotherapy regimens suggested by

our models, which would be especially important when our model suggests a regimen that combines

drugs that have never been tested together in a prior clinical trial. Because our models cannot

accurately predict outcomes of clinical trials testing new drugs, existing preclinical models would

need to be used to design therapies incorporating these new drugs. On the other hand, our statistical

models could be used to predict the e�cacy and toxicity of chemotherapy regimens designed using

other preclinical models, identifying the most and least promising suggested regimens.

In this work, we evaluate our proposed approach on gastric cancer. Not only is this cancer

important — gastric cancer is the third leading cause of cancer death in the world (Torre et al.

2015) — but there is no single chemotherapy regimen widely considered to be the standard or

best treatment for this cancer (Wagner 2006, Wong and Cunningham 2009, NCCN 2013), and
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Term Definition
Arm A group or subgroup of patients in a trial that receives a

specific treatment.
Controlled trial A type of trial in which an experimental treatment is

compared to a standard treatment.
Cycle The length of time between repeats of a dosing schedule in

a chemotherapy treatment.
Exclusion criteria The factors that make a person ineligible from participating

in a clinical trial.
Inclusion criteria The factors that allow a person to participate in a clinical

trial.
Phase I Study A clinical study focused on identifying safe dosages for an

experimental treatment.
Phase I/II Study A study that combines a Phase I and Phase II investigation.
Phase II Study A clinical study that explores the e�cacy and toxicity of an

experimental treatment.
Phase III Trial A randomized controlled trial that compares an

experimental treatment with an established therapy.
Randomized trial A type of trial in which patients are randomly assigned to

one of several arms.
Sequential treatment A treatment regimen in which patients transition from one

treatment to another after a pre-specified number of
treatment cycles.

Table 2 Definitions of some common chemotherapy clinical trial terms.

researchers frequently perform clinical trials testing new chemotherapy regimens for this cancer.

We believe, however, that our approach has potential to help in selecting regimens to test in trials

for many other diseases, and we discuss this as an area of future work in Section 5.

2. Clinical Trial Database

In this section, we describe the inclusion/exclusion rules we used and the data we collected to build

our database. Definitions of some of the common clinical trial terms we use are given in Table 2.

In this study, we seek to include a wide range of clinical trials, subject to the following inclusion

criteria: (1) Phase I/II, Phase II or Phase III clinical trials for advanced or metastatic gastric

cancer,1 (2) trials published no later than March 2012, the study cuto↵ date, (3) trials published in

the English language. Notably, these criteria include non-randomized clinical trials, unlike meta-

analyses, which typically only include randomized studies. While including non-randomized trials

provides us with a significantly larger set of clinical trial outcomes and the ability to generate

predictions for a broader range of chemotherapy drug combinations, this comes at the price of

needing to control for di↵erences in demographics and other factors between di↵erent clinical trials.

1 Clinical trials for gastric cancer often contain patients with cancer of the gastroesophageal junction or the esophagus
due to the similarities between these three types of cancer. We include studies as long as all patients have one of
these three forms of cancer.
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Exclusion criteria were: (1) trials testing sequential treatments, (2) trials that involve the appli-

cation of radiotherapy,2 (3) trials that apply chemotherapy for earlier stages of cancer, when the

disease can still be cured, and (4) trials to treat gastrointestinal stromal tumors, a related form of

cancer.

To locate candidate papers for our database, we performed searches on PubMed, the Cochrane

Central Register of Controlled Trials, and the Cochrane Database of Systematic Reviews. In

the Cochrane systems, we searched for either MeSH term “Stomach Neoplasms” or MeSH term

“Esophageal Neoplasms” with the qualifier “Drug Therapy.” In PubMed, we searched for a combi-

nation of the following keywords in the title: “gastr*” or “stomach”; “advanced” or “metastatic”;

and “phase” or “randomized trial” or “randomised trial”. A single individual reviewed these search

results, and these searches yielded 350 clinical trials that met the inclusion criteria for this study.

After this search through medical databases, we further expanded our set of papers by searching

through the references of papers that met our inclusion criteria. This reference search yielded 64

additional papers that met the inclusion criteria for this study. In total, our literature review

yielded 414 clinical trials testing 495 treatment arms that we deemed appropriate for our approach.

Since there are often multiple papers published regarding the same clinical trial, we verified that

each clinical trial included was unique.

2.1. Manual Data Collection

A single individual manually extracted data from clinical trial papers and entered extracted data

values into a database. Values not reported in the clinical trial report were marked as such in

the database. We extracted clinical trial outcome measures of interest that capture the e�cacy

and toxicity of each treatment. Several measures of treatment e�cacy (e.g. tumor response rate,

median time until tumor progression, median survival time) are commonly reported in clinical

trials. A review of the primary objectives of the Phase III trials in our database indicated that for

the majority of these trials (60%), the primary objective was to demonstrate improvement in the

median overall survival (OS) — the length of time from enrollment in the study until death —

of patients in the treatment group. As a result, this is the metric we have chosen as our measure

of e�cacy.3 To capture the toxic e↵ects of treatment, we also extracted the fraction of patients

experiencing any toxicity at Grade 3 or 4, designating severe, life-threatening, or disabling toxicities

(National Cancer Institute 2006).

2 Radiotherapy is not recommended for metastatic gastric cancer patients (NCCN 2013), and through PubMed and
Cochrane searches for stomach neoplasms and radiotherapy, we only found three clinical trials using radiotherapy for
metastatic gastric cancer.

3 The full survival distribution of all patients, which enables the computation of metrics such as 6-month and 1-year
survival rates, was available for only 348/495 (70.3%) of treatment arms. Meanwhile, the median OS was available
for 463/495 (93.5%) of treatment arms. Given the broader reporting of median OS coupled with the established use
of median OS as a primary endpoint in Phase III trials, we have chosen this metric as our central e�cacy measure.
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For each drug in a given trial’s chemotherapy treatment, the drug name, dosage level for each

application, number of applications per cycle, and cycle length were collected. We also extracted

many covariates that have been previously investigated for their e↵ects on response rate or overall

survival in prior chemotherapy clinical trials for advanced gastric cancer. To limit the number of

missing values in our database, we limited ourselves to variables that are widely reported in clinical

trials. These variables are summarized in Table 3.

We chose not to collect many less commonly reported covariates that have also been investi-

gated for their e↵ects on response and survival in other studies, including cancer extent, histology,

a patient’s history of prior adjuvant therapy and surgery, and further details of patients’ initial

conditions, such as their baseline bilirubin levels or body surface areas (Ajani et al. 2010, Bang

et al. 2010, Kang et al. 2009, Koizumi et al. 2008). However, the variables we do collect enable

us to control for potential sources of endogeneity, in which patient and physician decision rules

in selecting treatments might limit the generalizability of model results. For example, we collect

performance status, a factor used by physicians in selecting treatments (NCCN 2013). Although

other factors, such as comorbidities and patient preferences for toxicities, are important in treat-

ment decisions for the general population (NCCN 2013), clinical trials uniformly exclude patients

with severe comorbidities, and toxicity preferences do not a↵ect actual survival or toxicity out-

comes. The only other treatment decision we do not account for in our models is that patients

with HER2-positive cancers should be treated with the drug trastuzumab (NCCN 2013), while this

treatment is ine↵ective in other patients. We address this issue by excluding trastuzumab from the

combination chemotherapy regimen suggestions we make in Section 4.

In Table 3, we record the patient demographics we collected as well as trial outcomes. We note

that the set of toxicities reported varies across trials, and that the database contains a total of

9,592 toxicity entries, averaging 19.4 reported toxicities per trial arm.

2.2. An Overall Toxicity Score

As described in Section 2.1, we extracted the proportion of patients in a trial who experience each

individual toxicity at Grade 3 or 4. In this section, we present a methodology for combining these

individual toxicity proportions into a clinically relevant score that captures the overall toxicity of a

treatment. The motivation for an overall toxicity score is that there are 370 di↵erent possible averse

events from cancer treatments (National Cancer Institute 2006). Instead of building a model for

each of these toxicities, some of which are significantly more severe than others, we use an overall

toxicity score.

To gain insight into the rules that clinical decision makers apply in deciding whether a treatment

has an acceptable level of toxicity, we refer to guidelines established in Phase I clinical trials. The
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Variable Average Value Range % Reported

Fraction male 0.72 0.29 – 1.00 97.8

Fraction of patients with prior
palliative chemotherapy

0.14 0.00 – 1.00 98.2

Median age (years) 59.60 46 – 80 99.0

Mean performance status1 0.88 0.11 – 3.00 84.2

Fraction of patients with primary
tumor in the stomach

0.89 0.00 – 1.00 94.9

P
at
ie
nt

D
em

og
ra
p
h
ic
s

Fraction of patients with primary
tumor in the gastroesophageal
junction

0.08 0.00 – 1.00 94.3

Fraction of study authors from each
country (11 di↵erent variables for
countries in at least 10 trial arms)2

Country
Dependent

0.00 – 1.00 95.8

Fraction of study authors from an
Asian country2

0.42 0.00 – 1.00 95.8

Number of patients 53.9 11 – 521 100.0

S
tu
d
y
C
h
ar
ac
te
ri
st
ic
s

Publication year 2003 1979 – 2012 100.0

Median overall survival (months) 9.2 1.8 – 22.6 93.5

Incidence of every Grade 3/4 or
Grade 4 toxicity

Toxicity Dependent3

O
u
tc
om

es

1 The mean Eastern Cooperative Oncology Group (ECOG) performance status of patients in a clinical trial, on

a scale from 0 (fully active) to 5 (dead). See Appendix A.1 for details.

2 The studies that did not report this variable instead reported a�liated institutions without linking authors to

institutions. The proportion of authors from an Asian country serves as a proxy to identify study populations

with patients of Asian descent, who are known to have di↵erent treatment outcomes than other populations.

3 See Appendix A.2 for details on data preprocessing for blood toxicities.
Table 3 Patient demographic, study characteristic, and outcome variables extracted from gastric cancer clinical

trials. These variables, together with the drug variables, were inputted into a database.

primary goal of these early studies is to assess drugs for safety and tolerability on small populations

and to determine an acceptable dosage level to use in later trials (Golan et al. 2008). These trials

enroll patients at increasing dosage levels until the toxicity becomes unacceptable. The “Patients

and Methods” sections of Phase I trials specify a set of so-called dose-limiting toxicities (DLTs). If

a patient experiences any one of the toxicities in this set at the specified grade, he or she is said to

have experienced a DLT. When the proportion of patients with a DLT exceeds a pre-determined

threshold, the toxicity is considered “too high,” and a lower dose is indicated for future trials. From

these Phase I trials, we can learn the toxicities and grades that clinical trial designers consider the
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most clinically relevant and design a composite toxicity score to represent the fraction of patients

with at least one DLT during treatment.

Based on a review of the 20 clinical trials meeting our inclusion criteria that also presented a

Phase I study (so-called combined Phase I/II trials), we identified the following set of DLTs to

include in the calculation of our composite toxicity score:

• Any Grade 3 or Grade 4 non-blood toxicity, excluding alopecia, nausea, and vomiting. 18

of 20 trials stated that all Grade 3/4 non-blood toxicities are DLTs, except some specified

toxicities. Alopecia was excluded in all 18 trials and nausea/vomiting were excluded in 12

(67%). The next most frequently excluded toxicity was anorexia, which was excluded in 5

trials (28%).

• Any Grade 4 blood toxicity. Of the 20 trials reviewed, 17 (85%) defined Grade 4 neutrope-

nia as a DLT, 16 (80%) defined Grade 4 thrombocytopenia as a DLT, 7 (35%) defined Grade

4 leukopenia as a DLT, and 4 (20%) defined Grade 4 anemia as a DLT. Only one trial defined

Grade 3 blood toxicities as DLTs, so we chose to exclude this level of blood toxicity from our

definition of DLT.

The threshold for the proportion of patients with a DLT that constitutes an unacceptable level of

toxicity ranges from 33% to 67% over the set of Phase I trials considered, indicating the degree

of variability among decision makers regarding where the threshold should be set for deciding

when a trial is “too toxic.” In this work we use the median value of 0.5 to identify trials with an

unacceptably high proportion of patients experiencing a DLT. Details on the computation of the

proportion of patients experiencing a DLT are presented in Appendix A.3. The 372 clinical trial

arms in the dataset with non-missing median OS and DLT proportion are plotted in Figure 1. This

figure shows that a typical clinical trial in our database has a median OS between 5 months and

15 months, and a proportion of patients with a DLT between 0 and 0.75.

3. Statistical Models Predicting Clinical Trial Outcomes

This section describes the development and testing of statistical models that predict the outcomes

of clinical trials. These models are capable of taking a proposed clinical trial involving chemother-

apy drugs that have been seen previously in di↵erent combinations and generating predictions of

patient outcomes. In contrast with meta-analysis and meta-regression, whose primary aim is the

synthesis of existing trials, our objective is accurate prediction on unseen future trials (out-of-

sample prediction).

3.1. Data and Variables

We used the data we extracted from published clinical trials described in Table 3 together with

data about the drug therapy tested in each trial arm to develop the statistical models. This data
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Figure 1 The results of the 372 clinical trial arms in our database with non-missing median OS and DLT

proportion. The size of a point is proportional to the number of patients in that clinical trial arm.

can be classified into four categories: patient demographics, study characteristics, chemotherapy

treatment, and trial outcomes.

One challenge of developing statistical models using data from di↵erent clinical trials comes from

the patient demographic data. The patient populations can vary significantly from one trial to the

next. For instance, some clinical trials enroll healthier patients than others, making it di�cult to

determine whether di↵erences in outcomes across trials are actually due to di↵erent treatments

or only di↵erences in the patients. To account for this, we include as independent variables in

our model all of the patient demographic and study characteristic variables listed in Table 3. The

reporting frequencies for each of these variables is given in Table 3, and missing values are replaced

by their variable means or estimates described in Appendix A.1 before model building. In total,

we included 20 patient demographic and study characteristic variables in our models.4

For each treatment protocol we also define a set of variables to capture the chemotherapy drugs

used and their dosage schedules. There exists considerable variation in dosage schedules across

chemotherapy trials. For instance, consider two di↵erent trials that both use the common drug

5-fluorouracil5: in the first, it is administered at 3,000mg/m

2 once a week, and in the second, at

200mg/m

2 once a day. To allow for the possibility that these di↵erent schedules might lead to

4 Variables include the fraction of patients who are male, the fraction of patients with prior palliative chemotherapy,
the median patient age, the mean ECOG performance status of patients, the fraction of patients with a primary
tumor in the stomach, the fraction of patients with a primary tumor in the gastroesophageal junction, the fraction
of study authors from each country (11 total variables), the fraction of study authors from an Asian country, the
number of patients in the study, and the study’s publication year.

5 Lutz et al. (2007) and Thuss-Patience et al. (2005)
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di↵erent survival and toxicity outcomes, we define variables that describe not only whether or not

the drug is used (a binary variable), but we also define variables for both the instantaneous and

average dosages for each drug in a given treatment. The instantaneous dose is defined as the dose

of drug d administered each day d is given to patients, and the average dose of a drug d is defined

as the average dose of d delivered each week. We do not encode information about loading dosages,

which are only given during the first cycle of a chemotherapy regimen, and we use the average

instantaneous dosage if a drug is given at di↵erent dosages on di↵erent days during a cycle. In

total, we included 72 drugs in our models, which are listed in the electronic companion of this

paper. As a result, we included 216 drug-related independent variables in our models.

Lastly, for every clinical trial arm we define outcome variables to be the median overall survival

and the combined toxicity score defined in Section 2.2. Trial arms without an outcome variable

(and for which we cannot replace the value by estimates described in Appendices A.2 and A.3) are

removed prior to building or testing the corresponding models.

3.2. Statistical Models

We implement and test several statistical learning techniques to develop models that predict clinical

trial outcomes. Information extracted from results of previously published clinical trials serve as

the training database from which the model parameters are learned. Then, given a vector of inputs

corresponding to patient characteristics and chemotherapy treatment variables for a newly proposed

trial, the models produce predictions of the outcomes for the new trial.

The first class of models we consider are regularized linear regression models. If we let x represent

a mean-centered, unit-variance vector of inputs for a proposed trial (i.e. patient, study, and treat-

ment variables) and y represent a particular outcome measure we would like to predict (median OS

or DLT proportion), then this class of models assumes a relationship of the form y=�0x+�

0

+ ✏,

for some unknown vector of coe�cients �, intercept �
0

, and error term ✏. We assume that the noise

terms ✏i are independent with variance of the form V (✏i) = �

2

n

�1

i , where � is an unknown constant

and ni is the number of patients in trial arm i. We adjust for this expected heteroskedasticity by

assigning weight wi = ni/n̄ to each trial arm i for all linear models, where n̄ is the average number

of patients in a clinical trial arm. It is well known that in settings with a relatively small ratio of

data samples to predictor variables, regularized models help to reduce the variability in the model

parameters. We obtain estimates of the regression coe�cients �̂ and �̂

0

by minimizing the following

objective:

min
�̂,ˆ�0

NX

i=1

wi(�̂
0
xi + �̂

0

� yi)
2 +�k�̂kpp, (1)
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where N is the number of observations in the training set and � is a regularization parameter that

limits the complexity of the model and prevents overfitting to the training data, thereby improving

prediction accuracy on future unseen trials. We choose the value of � from among a set of 50

candidates through 10-fold cross-validation on the training set.6

The choice of norm p leads to two di↵erent algorithms. Setting p= 2 yields the more traditional

ridge regression algorithm (Hoerl and Kennard 1970), popular historically for its computational

simplicity. More recently, the choice of p= 1, known as the lasso, has gained popularity due to its

tendency to induce sparsity in the solution (Tibshirani 1996). We present results for both variants

below, as well as results for unregularized linear regression models.

The use of regularized linear models provides significant advantages over more sophisticated mod-

els in terms of simplicity, ease of interpretation, and resistance to overfitting. Nevertheless, there

is a risk that they will miss significant nonlinear e↵ects and interactions in the data. Therefore,

we also implement and test two additional techniques which are better suited to handle nonlin-

ear relationships: random forests (RF) and support vector machines (SVM). For random forests

(Breiman 2001), we use the nominal values recommended by Hastie et al. (2009) for the number of

trees to grow (500) and minimum node size (5). The number of variable candidates to sample at

each split is chosen through 10-fold cross-validation on the training set.7 For SVM, following the

approach of Hsu et al. (2003), we adopt the radial basis function kernel and select the regularization

parameter C and kernel parameter � through 10-fold cross validation on the training set.8

All models were built and evaluated with the statistical language R version 3.0.1 (R Core Team

2012) using packages glmnet (Friedman et al. 2010a), randomForest (Liaw and Wiener 2002), and

e1071 (Meyer et al. 2012).

3.3. Statistical Model Results

Following the methodology of Section 2, we collected and extracted data from a set of 414 published

journal articles from 1979–2012 describing the treatment methods and patient outcomes for a total

of 495 treatment arms of gastric cancer clinical trials.

To compare our statistical models and evaluate their ability to predict well on unseen trials, we

implement a sequential testing methodology. We begin by sorting all of the clinical trials in order

of their publication date. We then only use the data from prior published trials to predict the

6 Candidate values of � are exponentially spaced between �max/10
4 and �max. We take �max to be the smallest value

for which all fitted coe�cients �̂ are (numerically) zero.

7 Candidate values are chosen from among exponentially spaced values ([1.5�4 v
3 ], [1.5

�3 v
3 ], . . . , [1.5

2 v
3 ]), where v is the

total number of input variables and [·] denotes rounding to the nearest integer.

8 Candidate values are chosen from an exponentially spaced 2-D grid of candidates (C = 2�5,2�3, . . . ,215,� =
2�15,2�13, . . . ,23).
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patient outcomes for each clinical trial arm. Note that we never use data from another arm of the

same clinical trial to predict any clinical trial arm. This chronological approach to testing evaluates

our model’s capability to do exactly what will be required of it in practice: predict a future trial

outcome using only the data available from the past. Following this procedure, we develop models

to predict the median overall survival as well as the overall toxicity score. We begin our sequential

testing 20% of the way through the set of 495 total treatment arms, setting aside the first 98 arms

to be used solely for model building so that our training set is large enough for the first prediction.

Of the remaining 397 arms, we first remove those for which the outcome is not available, leaving

383 arms for survival and 338 for toxicity. We then predict outcomes only for those arms using

drugs that have been seen at least once in previous trials (albeit possibly in di↵erent combinations

and dosages). This provides us with 347 data points to evaluate the survival models and 307 to

evaluate the toxicity models.

The survival models are evaluated by calculating the root mean square error (RMSE) between

the predicted and actual trial outcomes. They are compared against a naive predictor (labeled

“Baseline”), which ignores all trial details and reports the average of previously observed outcomes

as its prediction. This is a standard baseline method used in evaluating sequential prediction

models. Model performance is presented in terms of the coe�cient of determination (R2) of our

prediction models relative to this baseline. For each 4-year period of time we compute the RMSE

and R

2 of each model. To assess statistical fluctuation of these quantities, for each prediction we

additionally train 40 models with bootstrap resampled versions of the training set, and for each

4-year period we report the mean, 2.5% quantile, and 97.5% quantile of the RMSE and R

2 obtained

when randomly sampling one of the 40 bootstrap model predictions for each of the predictions

made during that 4-year period. Figure 2 displays the 4-year sliding-window statistical fluctuation

of the out-of-sample R

2 value, along with the values of the RMSE and R

2 over the most recent

4-year window of sequential testing, both for the cross-validation results and the out-of-sample

predictions.

To evaluate the toxicity models, recall from the discussion of Section 2.2 that the toxicity of

a treatment is considered manageable as long as the proportion of patients experiencing a dose-

limiting toxicity (DLT) is less than a fixed threshold — a typical value used in Phase I studies for

this threshold is 0.5. Thus, we evaluate our toxicity models on their ability to distinguish between

trials with “high toxicity” (DLT proportion > 0.5) and those with “acceptable toxicity” (DLT

proportion  0.5). The metric we will adopt for this assessment is the area under the receiver-

operating-characteristic curve (AUC). The AUC can be naturally interpreted as the probability

that our models will correctly distinguish between a randomly chosen unseen trial arm with high

toxicity and a randomly chosen unseen trial arm with acceptable toxicity. As was the case for
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Coe�cient of Determination (R2)
Model X-Val OOS Bootstrap
Baseline — 0.00 0.00 [-0.01,0.01]
Linear — 0.48 0.27 [-0.49,0.50]
Ridge 0.49 0.56 0.53 [0.50,0.57]
Lasso 0.50 0.58 0.50 [0.43,0.56]
RF 0.48 0.52 0.49 [0.45,0.53]
SVM 0.50 0.52 0.50 [0.46,0.54]

Figure 2 [Left] Sequential out-of-sample prediction accuracy of survival models calculated over 4-year sliding

windows ending in the date shown, reported as the coe�cient of determination (R2). [Right] Root mean square

prediction error (RMSE) and R2 for the cross-validation set (“X-Val”), for out-of-sample predictions (“OOS”),

and for bootstrapped out-of-sample predictions (“Bootstrap”) for the most recent 4-year window of data (March

2008–March 2012), which includes 132 out-of-sample predictions.
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Figure 3 [Left] Four-year sliding-window sequential out-of-sample classification accuracy of toxicity models,

reported as the area under the curve (AUC) for predicting whether a trial will have high toxicity (DLT

proportion > 0.5). [Right] AUC for the cross-validation set (“X-Val”), for out-of-sample predictions (“OOS”),

and for bootstrapped out-of-sample predictions (“Bootstrap”) for the most recent 4-year window of data (March

2008–March 2012), which includes 119 out-of-sample predictions. Of these, 24 (20.1%) actually had high toxicity.

survival, we calculate the AUC for each model over a 4-year sliding window and assess statistical

fluctuation using bootstrapping, with the results shown in Figure 3.
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We see in Figures 2 and 3 that models for survival and toxicity all show a trend of improving

prediction quality over time, which indicates our models are becoming more powerful as additional

data is added to the training set. The decrease in the AUC of the toxicity model toward the end of

the testing period might be attributable to the large number of new drugs tested in gastric cancer

in recent years — 8% of trial arms from 2007–2009 evaluated a drug that had been tested in fewer

than three previous arms, while 21% of arms from 2010–2012 tested such a drug. We see that ridge

regression, lasso, SVM, and RF all attain similar performance when predicting both survival and

toxicity, with sequential R2 of more than 0.5 for recent survival predictions and AUC of more than

0.8 for recent toxicity predictions. For both prediction tasks, statistical fluctuations overlap for

these four models’ performances in the final 48-month window. Especially for earlier predictions,

the unregularized linear model is not competitive, likely due to overfitting to the training set.

As a result of this performance assessment, we identified the regularized linear models as the best

candidates for inclusion in our optimization models, as they have good prediction quality, are the

least computationally intensive, and are the simplest of the models we evaluated. We conducted

additional testing to determine whether the explicit inclusion of pairwise interaction terms between

variables improved the ridge regression models for survival and toxicity in a significant way. We

found that out-of-sample results were not significantly improved by the addition of drug/drug,

drug/demographic, or drug/trial information interaction terms, and therefore chose to proceed with

the simpler models without interaction terms. The lack of improved out-of-sample performance

due to interaction terms may be due to insu�cient sample size to identify interaction e↵ects or

due to nonlinear interactions that could not be captured by the regularized linear models. We

ultimately selected the ridge regression models to carry forward into the optimization. Depictions of

the predicted vs. actual values for survival along with the receiver-operating-characteristic (ROC)

curve for the toxicity model are shown for the ridge regression models in Figure 4.

While we rely on a naive baseline throughout this section to evaluate our prediction models,

it would be challenging to improve this baseline. Clinical trial authors do not publish predictions

of trial survival and e�cacy outcomes, so we cannot compare our predictions to oncologists’ pre-

dictions. In Section 3.4 we evaluate whether these models could be used by clinical trial planners

to identify unpromising clinical trials before they are run, and in Section 4 we evaluate if our

prediction models could help us design e↵ective combination chemotherapy regimens.

3.4. Identifying Unpromising Clinical Trials Before They Are Run

One application of statistical models for predicting a trial’s e�cacy and toxicity is to identify

and eliminate or modify unpromising proposed trials before they are run. Such a tool could assist

clinical trial planners in deciding whether to run a proposed trial.
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Figure 4 Performance of the ridge regression models for survival and toxicity over the most recent 4 years of

data (March 2008–March 2012) [Left] Predicted vs. actual values for survival model (n= 132). [Right] ROC curve

for high toxicity (DLT proportion > 0.5) predictions, of which 24 are actually high (n= 119).
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Figure 5 Performance of the ridge regression models at flagging low-performing trial arms among the 397 arms

in the testing set. [Left] Performance flagging trials with unacceptably high toxicity. [Right] Performance flagging

trials that do not achieve top-quartile median OS.

First, clinical trial planners might use the models predicting toxicity to avoid clinical trials

predicted to have a high DLT rate or to adjust the dosages of the drugs being tested. The ridge

regression model for the proportion of patients with a DLT could be used to rank trials based on

their predicted DLT proportion, and trials with predicted values exceeding some cuto↵ cDLT could

be flagged. The left side of Figure 5 plots the proportion of trials with a high DLT proportion

(more than 50%) and the proportion of trials with a low DLT proportion that are flagged with
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various cuto↵s cDLT across all 397 studies in the statistic model testing set (studies published since

1997). Overall, the ridge regression model achieves an AUC of 0.75 in predicting if a trial will have

a high DLT rate. Further, 10% of all trials with a high DLT rate can be flagged while only flagging

0.4% of trials with a low DLT rate, and 20% of all trials with high DLT rate can be flagged while

only flagging 1.9% of trials with a low DLT rate.

Planners might also use the models predicting median OS to identify clinical trials predicted not

to attain a high e�cacy compared to recent trials in a similar patient population. We stratify trials

based on their patient demographics9 and define a study to have high e�cacy if it exceeds the 75th

percentile of median OS values reported in trial arms within its strata in the past four years. The

ridge regression model for the median OS could be used to rank trials based on the ratio between

the predicted median OS and the strata-specific cuto↵ for high e�cacy, and the trials with a ratio

below some cuto↵ cOS could be flagged as being unlikely to achieve high e�cacy. The right side

of Figure 5 plots the proportion of flagged trials that did and did not achieve the strata-specific

cuto↵ for high e�cacy for various cuto↵s cOS across the 397 studies in the testing set. Overall,

ridge regression model achieves an AUC of 0.72 in predicting if a trial will not achieve high e�cacy.

Further 10% of all trials that do not achieve high e�cacy can be flagged while only flagging 0.8%

of trials with high e�cacy, and 20% of trials that do not achieve high e�cacy can be flagged while

only flagging 3.1% of trials with high e�cacy.

4. Design of Chemotherapy Regimens

This section describes an approach for designing novel chemotherapy regimens to be tested in

Phase II studies using mixed integer optimization, using the extracted data and the statistical

models we have developed in Sections 2 and 3. Further, we present a methodology that leverages

the statistical models from Section 3 to select the best-performing regimen already tested in a

Phase II study for further evaluation in a Phase III trial. Finally, we evaluate the quality of the

regimens we suggest for Phase II and Phase III trials against those actually selected by oncology

researchers using two evaluation approaches: the simulation metric and the matching metric.

9 The first strata is trials for which at least half of patients had received prior palliative chemotherapy. These 55 arms
in the test set had an average median OS of 7.6 months. The remaining four strata all consist of trial arms with fewer
than half of the patients with prior palliative chemotherapy (or that value not reported) and varying patient health
levels as measured by the average ECOG performance status in the trial. We include a strata for arms with good
performance status (average value 0 to 0.5; these 57 arms in the test set had an average median OS of 11.8 months),
with medium performance status (average value 0.5 to 1.0; these 173 arms in the test set had an average median OS
of 10.0 months), with poor performance status (average value of 1.0 or greater; these 77 arms in the test set had an
average median OS of 9.0 months), and unreported performance status (these 35 arms in the test set had an average
median OS of 9.3 months).
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4.1. Phase II Regimen Optimization Model

Given the current data from clinical trials and the current predictive models that we have con-

structed, we would like to select the next best regimen to test in a Phase II clinical trial. Following

the objectives for designing clinical trials laid out in Section 1, we seek to identify trials that have

high e�cacy, that have acceptable toxicity, and that test novel treatments.

To identify regimens with high e�cacy, we include the predicted median OS of patients in the

trial in the objective of our optimization model. Our reasoning for this is that for the majority

of Phase III trials in our database that clearly stated a primary objective, the objective was to

demonstrate improvement in the overall survival (OS) of patients in the treatment group.10

To limit our suggestions to regimens with acceptable toxicity, we add a constraint to our opti-

mization model to bound the predicted proportion of patients experiencing a DLT to not exceed

some constant t. No Phase III studies in our database listed a toxicity outcome as a primary

objective, validating our choice to address toxicity using a constraint instead of as part of the

objective. Even in cases where our model predicts that a regimen will be acceptably non-toxic, a

Phase I study would still be necessary to ensure patient safety, potentially resulting in changes to

the dosage levels suggested by our models.

We seek novel treatments using three approaches. First, we require that all regimens (the com-

bination of drug and dose selections) suggested by our models have never been previously tested

in a clinical trial; hence, our model always suggests novel regimens. Secondly, we require that new

drugs are tested in a clinical trial as soon as they are available, ensuring we evaluate new drugs as

quickly as possible. Finally, our models assign higher weight to regimens containing drugs that have

not been extensively tested. Motivated by the standard deviation of the sample mean,11 we assign

weight ud = t

�1/2
d to drug d, where td is the number of times drug d has previously been tested

in a clinical trial, defining u to be the vector of all such weights. In the model (1), we increment

the objective by �ud if drug d is selected for testing in the regimen, where � is a parameter that

controls the aggressiveness of the exploration.

Our mathematical model includes decision variables for the chemotherapy variables described in

Section 3.1. We define three variables for each drug, corresponding to the chemotherapy treatment

variables used in the statistical models: a binary indicator variable bd to indicate whether drug

d is or is not part of the trial (bd = 1 if and only if drug d is part of the optimal chemotherapy

10 Out of the 20 Phase III trials in our database with a clearly stated primary objective, 12 of them listed OS as a
primary objective.

11 Recall that sd((
Pt

i=1Xi)/t) = �t�1/2 when Xi are IID random variables with standard deviation �. If we view
each Xi as the observed impact of some drug d on the e�cacy or toxicity of a regimen that tests it, then the standard
deviation of the sample mean estimate of that drug’s e↵ect scales with t�1/2

d , where td is the number of times the
drug has been tested.
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regimen), a continuous variable id to indicate the instantaneous dose of drug d that should be

administered in a single session, and a continuous variable ad to indicate the average dose of drug d

that should be delivered each week. We define x in our optimization model to be the demographic

and trial information variables for which the chemotherapy regimen is being selected; these values

are treated as a constant in the optimization process.

We use the ridge regression models from Section 3.2 to parameterize the optimization model.

Let the model for overall survival (OS) be denoted by �̂b
OS

0
b + �̂i

OS

0
i + �̂a

OS

0
a + �̂x

OS

0
x, with

drug variables b, instantaneous dose variables i, average dose variables a, demographic and study

characteristic constants x, and coe�cients corresponding to each set of variables indicated with

superscripts. Similarly, we have a model for the proportion of patients with a DLT, which we

will denote by �̂b
DLT

0
b+ �̂i

DLT

0
i+ �̂a

DLT

0
a+ �̂x

DLT

0
x. Note that these models are all linear in the

variables.

We can then select the drug therapy to test in the next clinical study using the following mixed

integer optimization model:

max
b,i,a

(�̂b
OS

+�u)0b+ �̂i
OS

0
i+ �̂a

OS

0
a+ �̂x

OS

0
x (1)

subject to �̂b
DLT

0
b+ �̂i

DLT

0
i+ �̂a

DLT

0
a+ �̂x

DLT

0
x t, (1a)

nX

d=1

bd N, (1b)

Ab c, (1c)

(b, i,a) /2 P, (1d)

(bd, id, ad)2⌦d, d= 1, . . . , n, (1e)

bd 2 {0,1}, d= 1, . . . , n. (1f)

The objective of (1) maximizes the predicted overall survival of the selected chemotherapy regimen

plus some constant � times ud, the weight capturing how often drug d has previously been tested,

for each drug d in the regimen. This “exploration constant” � controls how much weight is assigned

to exploring drugs that have not been extensively tested in the training set; a large � would value

exploration of new drugs over identifying a combination with high predicted e�cacy, while �= 0

optimizes the e�cacy of the regimen with no consideration for exploration. We experiment with a

number of � values in Section 4.4.

Constraint (1a) bounds the predicted toxicity by a constant t. This constant value can be defined

based on common values used in Phase I/II trials or can be varied to suggest trials with a range of

predicted toxicities. In Section 4.4, we present results from varying the toxicity limit t. Constraint

(1b) limits the total number of drugs in the selected trial to N , which can be varied to select trials
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with di↵erent numbers of drugs. We limit suggested drug combinations to contain no more than

N = 3 drugs, which encompasses 89.1% of our database. We chose not to select a limit of N = 4 or

higher both because the average number of drugs tested in combinations in our database is 2.3 and

because all preferred regimens in the National Comprehensive Cancer Network (NCCN) guidelines

for gastric cancer contain three or fewer drugs (Ajani et al. 2014).

We also include constraints (1c) to constrain the drug combinations that can be selected. In our

models, we require a new drug to be included if it has never been evaluated in a previous clinical

trial and we incorporate generally accepted guidelines for selecting combination chemotherapy

regimens (Page and Takimoto 2002, Pratt 1994, Golan et al. 2008).12 As discussed in Section 2.1,

we also eliminate the drug trastuzumab because it is only indicated for the subpopulation of HER2-

positive patients. We leave research into e↵ective treatments for this subpopulation as future work.

Additional requirements could be added to constraints (1c), though we do not do so in this work.

Such additional constraints may be necessary due to known toxicities and properties of the drugs,

or these constraints can be used to add preferences of the business or research group running the

clinical trial. For example, a pharmaceutical company may want to require a new drug they have

developed and only tested a few times to be used in the trial. In this case, the optimal solution

will be the best drug combination containing the necessary drug.

Constraints (1d) force our selected regimen to di↵er from the set P of all regimens previously

tested in the training set. Constraints (1e) limit the instantaneous and average dose of drug d

to belong to a feasible set ⌦d. This forces id and ad to equal 0 when bd = 0 and to match the

instantaneous and average dosages of drug d in some clinical trial in the full database when bd = 1.

These constraints force the dosage for a particular drug to be realistic. Lastly, constraints (1f)

define b to be a binary vector of decision variables.

4.2. Phase III Regimen Selection Model

Phase III trials are large randomized controlled trials that evaluate the most promising regimens

tested in previous Phase II studies, and treatments that perform well against historical controls in

Phase III trials may then be considered new standard therapies for advanced cancer. A relatively

small number of Phase III trials are run (7% of trials in our database are Phase III), both because

a Phase III trial is only run when a therapy is shown to be particularly e↵ective in a Phase II

12 We limit the combinations to contain no more than one drug from any drug class. There are 23 classes of drugs
used in total in our database, using the classes defined by Golan et al. (2008). The most common classes are:
platinum-based, antimetabolites, anthracyclines, taxanes, camptothecins, alkylating agents, and chemoprotectants.
We disallow pairs of drug classes from being used together if this pairing appears no more than once in our database
and is discouraged in the guidelines for selecting regimens. The following pairs of classes were disallowed from being
used together: anthracycline/camptothecin, alkylating agent/taxane, taxane/topoisomerase II inhibitor, antimetabo-
lite/protein kinase, and camptothecin/topoisomerase II inhibitor. If a chemoprotectant drug is used, it must be used
with a drug from the antimetabolite class that is not capecitabine.
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study and because Phase III trials enroll more patients than Phase II studies and are therefore

more expensive. Both due to the impact of Phase III results on clinical standards and the relatively

small numbers of these trials run, it is especially important that we select high-quality regimens

to test in the experimental arms of these clinical trials.

One option for selecting a regimen to test in a Phase III trial would be to identify the prior Phase

II study with DLT proportion not exceeding parameter t that achieved the highest median OS,

selecting the regimen tested in that Phase II study. However, Phase II studies are often performed

using patient populations that are not representative of the patients tested in Phase III trials and

standard clinical practice (Friedman et al. 2010b). As a result, we instead use the statistical models

from Section 3 to select the regimen to be tested in the experimental arms of Phase III clinical

trials. Using the demographic and trial variables x from the new Phase III trial being designed, we

select the regimen previously tested in a Phase II study that has the highest predicted median OS

in population x, limiting to regimens with predicted DLT proportion not exceeding a toxicity limit

parameter t. Each of the prior Phase II studies is already in the training set of the statistical model

being used to select Phase III regimens, but using the prediction model enables us to control for the

patient population of trials and variability in trial outcomes due to chance. The experimental arms

of Phase III clinical trials seek novel chemotherapy regimens, so we limit our selected regimens to

those whose set of drugs do not exactly match the set of drugs tested in any arm of a prior Phase

III trial.

The e↵ects of using prediction models instead of published clinical trial outcomes are displayed

in Figure 6. The figure on the left shows, for each regimen tested in a Phase II study in our database

that does not match the drug combination tested in a Phase III clinical trial, the proportion of

patients experiencing a DLT and the median overall survival, as they were reported in the Phase

II study. The figure on the right shows the predicted performance of each drug regimen, using

the average of trial and demographic variables across all Phase III trials in our database. The red

points show the five best trials according to the data, and the green points show the five best trials

according to the prediction models (we define the best trials here as the ones with the highest

overall survival, subject to a DLT proportion of no more than 0.5). These figures show that our

method will often suggest di↵erent regimens than we would select by just using the data published

in the individual trials. These di↵erences occur because our method takes into account patient

and trial characteristics, controlling for trials run in particularly healthy populations (where strong

e�cacy outcomes may be due to demographics) and for trials with fewer enrolled patients (where

strong results are more likely to be due to chance). For instance, the trials indicated in red in

Figure 6 were smaller on average than the trials in green (37 vs. 51 patients), which may indicate

why our models had more confidence in the quality of the trials labeled in green. We will investigate



Author: Designing Chemotherapy Regimens

Article submitted to Management Science; manuscript no. MS-14-01733.R1 23

●

●
●

●

●

●

●

●

●

●

5

10

15

20

0.00 0.25 0.50 0.75 1.00
DLT (proportion)

M
ed

ia
n 

O
S 

(m
on

th
s)

●

●●

●●●

●

●●

●

5

10

15

20

0.00 0.25 0.50 0.75 1.00
Adjusted DLT (proportion)

Ad
ju

st
ed

 M
ed

ia
n 

O
S 

(m
on

th
s)

Figure 6 Median OS and DLT proportion for chemotherapy regimens that could potentially be selected for a

Phase III trial experimental arm by our models. The left figure plots outcomes of the Phase II study that tested

each regimen, and the right figure plots predicted outcomes for the regimen in a typical Phase III clinical trial

patient population. The red points show the top five trials according to the data reported in the Phase II trials,

and the green points show the top five trials according to the prediction models.

how the regimens suggested by our models compare to those selected in current clinical practice

in Sections 4.3–4.4.

4.3. Evaluation Techniques

Evaluating the quality of chemotherapy regimens suggested by our optimization model against

those selected for clinical trials by oncologists is an inherently di�cult task. The only definitive way

to evaluate a chemotherapy regimen in a given population is through a clinical trial, and the only

definitive way to evaluate the performance of some regimen A suggested by our models against

some regimen B designed without the models is through running a randomized controlled trial in

a population, testing A against B.

While ultimately clinical trial evidence is needed to evaluate the e↵ectiveness of the proposed

models, it is important to first perform preclinical evaluations of the proposed approach to deter-

mine if it shows promise in improving the results of clinical trials compared to current practice. As

described in Section 1, preclinical evaluations estimate the quality of an approach before testing it

in humans and are used extensively in the design of chemotherapy regimens for advanced cancer.

Preclinical evaluation cannot be used to conclusively confirm the e↵ectiveness of a new therapy,

but it can be used to rule out unpromising approaches. For instance, a new drug that has a high

cell kill rate in vitro may or may not be e↵ective at treating cancer in the human body, but a new

drug that performs poorly in preclinical testing would likely not be tested in humans. We similarly
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use preclinical evaluation to determine if our proposed models show promise, which could help in

deciding whether clinical evaluation is appropriate.

To perform preclinical evaluation of our proposed models, we use two di↵erent techniques to

approximate the quality of suggestions from our model compared to those made in real clinical

trials: the simulation metric and the matching metric.

Simulation Metric Through clinical trials, oncologists learn about the e�cacy and toxicity of

regimens they test and use this information when designing further chemotherapy regimens. To

evaluate the ability of our approach to learn through time, we simulate the e�cacy and toxicity out-

comes of clinical trials that test the chemotherapy regimens proposed by our models. To simulate

clinical trial outcomes, we first select plausible coe�cient vectors �⇤
OS and �⇤

DLT for our survival

and toxicity prediction models, which we use to represent the ground truth impact of the explana-

tory variables from Section 2 on e�cacy and toxicity. We then simulate the median OS and the

proportion of patients with a DLT in a proposed clinical trial using �⇤
OS and �⇤

DLT , respectively, in

both cases adding normally distributed noise with variance based on the number of patients in the

clinical trial. To compare the regimens selected by our models with toxicity limit t and exploration

parameter � against the regimens tested in clinical trials in current practice, we start 20% of the

way through the clinical trial database (in 1997), selecting the regimen to be tested in each Phase

II study using the optimization model from Section 4.1 and selecting the regimen to be used in each

Phase III trial experimental arm using the procedure described in Section 4.2. For each trial, both

the regimen selected by our models and the regimen run in current practice are evaluated using

�⇤
OS and �⇤

DLT . The outcomes for the regimen selected by our models, plus normally distributed

noise, are added to the training set and can be used to design subsequent chemotherapy regimens.

We evaluate each parameter set (t,�) using 40 di↵erent sets of coe�cients �⇤
OS and �⇤

DLT . Each set

of coe�cients is obtained by drawing a bootstrap sample of the entire database of clinical trials and

training ridge regression models for the e�cacy and toxicity outcomes as described in Section 3;

because these coe�cients are obtained using bootstrap resampling of true clinical trial outcomes,

they are plausible according to clinical trial data. Details of the simulation metric procedure are

provided in Appendix B.

As with many procedures developed to simulate complicated real-world systems, the simulation

metric may make a biased evaluation of our proposed model. First, the approach simulates outcomes

using the same linear model specification used by the ridge regression model from Section 3, which

mean that the statistical models used to make decisions are assumed to be structurally accurate.

Model performance might be worse if there were a mismatch between the structure of the ridge

regression model and the true structure of the relationship between the covariates and outcomes.
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Further, while we include a number of constraints in the optimization models to prevent infeasible

regimens from being suggested, there there is no guarantee that all chemotherapy regimens in the

feasible set of the optimization model are indeed biologically, legally, or practically feasible. This

could lead the optimization model to obtain a strong evaluation for a suggestion that is actually

infeasible, which would favorably bias the evaluation of our approach. Due to the potential biases

in the simulation metric, results indicating our models improve over current practice might merit

further study in a clinical trial setting, while results indicating our models do not improve over

current practice would suggest that no further evaluation is warranted.

Matching Metric While the simulation metric enables us to evaluate our ability to learn

through time by providing feedback about the chemotherapy regimens selected by our optimization

model, a shortcoming of this technique is that it relies on simulated outcomes instead of actual

clinical trial outcomes, introducing a number of potential biases. As a result, we also evaluate our

model’s suggested regimens for Phase III trial experimental arms using the results of similar clinical

trials that were run in practice. To compare the regimens selected by our models with toxicity

limit t against the regimens tested in clinical trials in current practice, we start 20% of the way

through the clinical trial database (in 1997), selecting the regimen to be used in each Phase III trial

experimental arm using the procedure described in Section 4.2. For each Phase III experimental

arm, the regimen selected by our models is evaluated using the clinical trial in the database testing

the most similar chemotherapy regimen, taking into account how well the drug classes, drugs,

and dosages match13 and limiting to chronologically future clinical trials. Meanwhile, the regimens

tested in the actual Phase III experimental arms are evaluated using the outcomes of those trials.

Details of the matching metric procedure are provided in Appendix B.

A key benefit of the matching metric as defined is that it does not use the statistical models

developed in this chapter in any way to evaluate proposed regimens, not even to adjust for the

population in the matched clinical trial. As a result, the matching metric may make a biased

evaluation of proposed chemotherapy regimens because it evaluates a chemotherapy regimen using

the outcomes of a trial run in a di↵erent population. If the matched trial used to evaluate a proposed

chemotherapy regimen is run in a healthier population than the population for which the regimen

was selected, favorable bias would be introduced to the evaluation. Correspondingly if the patients

in the matched trial are less healthy, unfavorable bias is introduced. Due to the potential bias in

the matching metric’s evaluation of our model, any improvements over current practice indicated

by the matching metric would require confirmatory testing in a clinical trial setting.

13 For each drug in our suggested regimen, we assess a penalty of 0 if the same drug is tested at the same dosage
in the future regimen, a penalty of 1 if the same drug is tested at a di↵erent dosage, a penalty of 10 if a di↵erent
drug from the same drug class is tested, and a penalty of 100 if no drugs from the same drug class are tested in the
future regimen. The penalties are summed for each drug in our suggested regimen, and the future clinical trial with
the smallest penalty score is considered the best match.
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Figure 7 [Left] Comparison between Phase III experimental arm suggestions (n=27) from our models and from

current practice according to the simulation metric. Each point represents a simulation of our approach and

highlighted points are averages across simulations. Points to the left of the y-axis improved over current practice

in the proportion of trials with unacceptably high toxicity, and points above the x-axis improved over current

practice in average median OS. [Right] For each optimization model with parameters � and t, the change in

average median OS and proportion of trial arms with unacceptably high DLT compared to current practice.

4.4. Optimization Results

To compare our models’ suggested regimens with those of oncologists, we sequentially computed

the simulation metric for 40 sets of simulated coe�cients (�⇤
OS,�

⇤
DLT ), testing all nine combina-

tions of parameter settings t2 {0.3,0.4,0.5} and �2 {0,2,4}. As detailed in Appendix B, for each

set of parameter values (t,�), we obtain 40 vectors of overall survival values for the 27 Phase III

experimental arms for both current practice (yCP
OS ) and for the proposed models (yMod

OS ). Addition-

ally, we obtain 40 vectors of “high toxicity” indicator values for the Phase III experimental arms

both for current practice (yCP
DLT) and for the proposed models (yMod

DLT).

Figure 7 compares the performance of the regimens selected by this paper’s models for the

27 Phase III experimental arms against the 27 Phase III experimental arms selected by oncolo-

gists, reporting the average di↵erences in outcomes across the 27 arms, 10(yMod
OS � yCP

OS )/27 and

10(yMod
DLT�yCP

DLT)/27. The figure plots each individual bootstrap replicate and the average compara-

tive performance across replicates, and the accompanying table additionally reports 95% bootstrap

percentile confidence intervals (Davison and Hinkley 1997) of comparative performance, computed

using the R boot package (Canty and Ripley 2014). In all 360 simulation runs, the average simu-

lated median OS of the regimens suggested by the proposed models was higher then the average

simulated median OS of the regimens tested in current practice, with the average di↵erences rang-

ing from 2.8 months (95% CI 0.9, 5.0) for the model with (t,�) = (0.3,0) to 4.7 months (95% CI 2.6,
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6.5) for the model with (t,�) = (0.5,4). The simulated proportion of trials with a high DLT rate

did not significantly di↵er from current practice for any model. Although on average models with

high � values have better simulated survival outcomes and models with restrictive toxicity limits

have worse simulated survival outcomes and better simulated toxicity outcomes, the bootstrap 95%

confidence intervals for all these di↵erences include 0.

The regimens selected by our proposed models for Phase II studies and Phase III trial experi-

mental arms are qualitatively di↵erent from the ones tested in current practice, which may explain

some of the di↵erences in simulated performance. Due to the nature of the formulation of optimiza-

tion problem (1), nearly all regimens selected by the proposed models for Phase II studies (100%)

and Phase III experimental arms (98%) contain exactly three drugs. While this is similar to the

average number of drugs tested in Phase II study arms (2.3) and Phase III trial experimental arms

(2.4), these studies test many other combination sizes (only 31% of Phase II study arms and 37%

of Phase III trial experimental arms test three-drug combinations). Given that there are benefits

to regimens with fewer drugs (e.g. ease of administration and lower cost) and regimens with more

drugs (e.g. better combatting drug resistance in the cancer), oncology researchers may prefer to

test a range of regimen sizes. For Phase III trial experimental arms, the proposed models selected

regimens with newer drugs (newest drug tested in a median of 5 previous trials) than the regimens

tested in practice (newest drug tested in a median of 22 previous trials). Given the significant cost

of Phase III trials, this could represent risk aversion on the part of clinical trial planners that is not

captured in the procedure from Section 4.2. By design 100% of regimens suggested by our models

for Phase III experimental arms had never been tested before (even in di↵erent dosages), similar

to the 89% rate seen in clinical practice. In contrast, the proportion of suggested regimens testing

new combinations (ignoring dosages) for Phase II studies was 14% in the proposed models with

�= 0, 25% in the proposed models with �= 2, 37% in the proposed models with �= 4, and 41% in

current practice. This suggests the proposed models with �= 0 and �= 2 may spend more e↵ort

optimizing dosages within a combination and less e↵ort exploring new combinations compared to

clinical practice.

To further compare our models’ suggested regimens for Phase III experimental arms with those

of oncologists, we used the matching metric to evaluate our suggested regimens obtained using

each toxicity limit t 2 {0.3,0.4,0.5}. As detailed in Appendix B, for each parameter value t we

obtain overall survival values for the 27 Phase III experimental arms for both current practice

(yCP
OS ) and for the proposed models (yMod

OS ) as well as “high toxicity” indicator values for the Phase

III experimental arms both for current practice (yCP
DLT) and for the proposed models (yMod

DLT).

Using the matching metric, Figure 8 compares the performance of the suggested regimens for

Phase III experimental arms from the three models with t 2 {0.3,0.4,0.5} against the regimens
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Figure 8 [Left] Comparison between Phase III experimental arm suggestions (n= 27) from our models and

from current practice according to the matching metric. [Right] For each optimization model with parameter t,

the proportion of model suggestions that match all drugs and all drug classes of the matched future trial arm, as

well as the average change in median OS and proportion of trial arms with unacceptably high DLT compared to

current practice.

selected by oncologists. The plot uses the same axes as Figure 7 and captures statistical fluctuations

with 2-standard deviation ellipses fitted by bootstrap resampling the matching metric results for

the 27 Phase III experimental arms. According to the matching metric, the regimens suggested

by the proposed models with t= 0.3,0.4, and 0.5 had on average 2.3, 3.5, and 3.9 months higher

median OS than current practice and 0.02, 0.05, and 0.12 proportion higher rate of trials with

unacceptably high toxicity, respectively. The ellipses for all three models include only positive

changes in survival but positive and negative changes in proportion of trials with unacceptably

high toxicity.

5. Discussion and Future Work

In this work, we built a database of clinical trials for gastric cancer, built statistical models to

predict out-of-sample e�cacy and toxicity of clinical trials, and designed models that propose com-

bination chemotherapy regimens to be tested in clinical trials. Out-of-sample evaluation suggests

that the statistical models could be used by clinical trial planners to identify 10–20% of the trials

with high toxicity or that fail to achieve high e�cacy, in both cases with a small number of mis-

classifications. Further, two preclinical evaluation techniques indicate that the models presented in

this work might improve the e�cacy of the regimens selected for testing in Phase III clinical trial

experimental arms without major changes in toxicity outcomes.
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A key limitation of the results presented in this paper is that we do not run clinical trials to

evaluate our suggested chemotherapy regimens; instead, we evaluate our suggestions using sim-

ulated results or the results of clinical trials testing similar chemotherapy regimens. As detailed

in Section 4.3, such preclinical evaluation of proposed approaches is important, as it can be used

to eliminate unpromising approaches without needing to run a clinical trial. Given that both the

simulation and matching metrics indicated that the proposed approach could improve the e�cacy

of the regimens tested in Phase III trials, we believe it merits further evaluation in a clinical trial

setting. We believe the technique should first be evaluated using a single-arm clinical trial testing

a regimen designed by our optimization models from Section 4.1. Key outcomes of this clinical

trial would be the acceptability of our tools to clinical trial decision makers and the e�cacy and

toxicity outcomes of the trial. If this initial evaluation is deemed a success, we could then perform

a randomized controlled trial comparing a regimen designed by our approach against a regimen

designed using standard clinical trial design methodology.

We believe the models presented in this work have the potential to significantly improve the

quality of chemotherapy regimens tested in clinical trials. However, there are a number of promis-

ing future directions that have the potential to strengthen the results presented in this work. One

opportunity would be to integrate preclinical models, such as in vitro experimentation and molec-

ular simulation studies, into our optimization framework. This integration could take the form of

adding constraints to eliminate drug combinations found to be biologically infeasible and adding

interaction terms between pairs of drugs found to be synergistic or antagonistic in preclinical mod-

els. Another avenue of future work is to use more sophisticated techniques such as the Knowledge

Gradient algorithm (Frazier et al. 2008) or Q-learning (Dearden et al. 1998) when exploring the

space of combination chemotherapy regimens using Phase II studies.

While in this work we focused on designing combination chemotherapy regimens for gastric

cancer, we believe data-driven tools leveraging databases of clinical trial results could prove useful

in other settings. Combination therapy is used to treat many other cancers as well as other diseases

such as hypertension and diabetes, so our models could be applied to design therapies for these

diseases. Models trained on a subset of clinical trial results for a specific patient subpopulation, such

as HER2-positive patients, could be used to design specialized regimens for these subgroups. Other

applications might include improving clinical prognostic models for individual cancer patients,

identifying the best available therapies for a particular disease from amongst all those tested in

clinical trials, and comparing treatments that have never been compared in a randomized setting.
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Appendix A: Data Preprocessing

We performed a series of data preprocessing steps to standardize the data collected from clinical trials.

Many of these steps involved imputation of some value y from a closely related value x. In all such cases, we

consider linear imputation via linear regression equation y= �0+�1x+✏ and quadratic imputation via linear

regression equation y= �0 +�1x
2 + ✏, selecting the model that obtains the lowest sum of squared residuals.

A.1. Performance Status

Performance status is a measure of an individual’s overall quality of life and well-being. It is reported in

our database of clinical trials predominantly using the Eastern Cooperative Oncology Group (ECOG) scale

(Oken et al. 1982), and less often using the Karnofsky performance status (KPS) scale (Karnofsky 1949).

The ECOG scale runs from 0–5, where 0 is a patient who is fully active and 5 represents death. Among the

495 treatment arms evaluated in this work, 423 (85.5%) reported performance status with the ECOG scale,

71 (14.3%) reported with the KPS scale, and 1 (0.2%) did not report performance status. We include mean

ECOG score as a variable in our prediction models.

In 94 treatment arms, the proportion of patients with ECOG score 0 and 1 was reported as a combined

value. To compute the weighted performance score for these arms, we first obtain an estimate of the propor-

tion of patients with ECOG score 0 and score 1, based on the proportion of patients with score 0 or 1. This

estimation is done by taking the n= 302 trials with full ECOG breakdown and nonzero p0 + p1 and fitting

a linear and quadratic imputation models to estimate p0/(p0 + p1) from p0 + p1; the quadratic model was

selected because it had the lowest sum of squared residuals and achieved an R

2 value of 0.264. For the 18

treatment arms with the proportion of patients with each KPS score reported, we perform a conversion from

the KPS scale to the ECOG scale based on data in Buccheri et al. (1996). For treatment arms reporting

performance status with other data groupings, the combined score is marked as unavailable. In total, 100

trial arms (20.2%) were assigned a missing score.

A.2. Grade 4 Blood Toxicities

We need to compute the proportion of patients with each Grade 4 blood toxicity to compute the proportion

of patients with a DLT, as defined in Section 2.2. Many treatment arms report the proportion of patients

with a Grade 3/4 blood toxicity but do not provide the proportion of patients specifically with a Grade 4

blood toxicity. For neutropenia, thrombocytopenia, anemia, and lymphopenia, we built linear and quadratic

imputation models to predict the Grade 4 toxicity from the Grade 3/4 toxicity, training on arms reporting

both values. The models were trained using 217, 311, 254, and 8 treatment arms, respectively. The quadratic

imputation model was most e↵ective in predicting grade 4 neutropenia and the linear models were the most

e↵ective for the remaining three imputations, with the models obtaining R

2 values of 0.881, 0.669, 0.277,

and 0.035, respectively. The models were used to impute the proportion of patients with a Grade 4 toxicity

in 119, 93, 101, and 3 treatment arms, respectively.
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Two of the most common blood toxicities, leukopenia and neutropenia, are often not both reported due to

their similarity (neutrophils are the most common type of leukocyte). Because neutropenia is more frequently

reported than leukopenia in clinical trial reports, we chose this as the common measure for these two

toxicities. We trained quadratic and linear imputation models using the proportion of patients experiencing

Grade 3/4 leukopenia to predict the proportion of patients experiencing Grade 4 neutropenia, training on

the 142 arms that reported both proportions. The linear model was the most e↵ective with R

2 = 0.752, and

we used that model to convert data from 99 treatment arms that reported leukopenia toxicity data but not

neutropenia. Overall, we used some form of imputation to compute Grade 4 blood toxicities in 230 treatment

arms (46.5%).

As a sensitivity analysis to evaluate the e↵ects of imputing these dependent variables, we sequentially

evaluated ridge regression models limited to the 265 treatment arms for which no imputation was performed

on the dependent variables. The ridge regression model predicting the proportion of patients with a DLT

had a test-set sequential AUC of 0.817 (bootstrap 95% CI [0.757,0.866]) on the last four years of the limited

dataset and did not significantly di↵er from the AUC of 0.827 (bootstrap 95% CI [0.770,0.846]) on the last

four years of the full dataset.

A.3. Proportion of Patients with a DLT

The fraction of patients with at least one DLT during treatment cannot be calculated directly from the

individual toxicity proportions reported. For instance, in a clinical trial in which 20% of patients had Grade

4 neutropenia and 30% of patients had Grade 3/4 diarrhea, the proportion of patients with a DLT might

range from 30% to 50%. Here we compare approaches for computing the proportion of patients experiencing

at least one DLT. We consider five options for combining the toxicities:

• Max Approach: Label a trial’s toxicity as the proportion of patients with the most frequently occurring

DLT. This is a lower bound on the true proportion of patients with a DLT.

• Independent Approach: Assume all DLTs in a trial occurred independently of one another, and use

this to compute the expected proportion of patients with any DLTs.

• Sum Approach: Label a trial’s toxicity as the sum of the proportion of patients with each DLT. This

is an upper bound on the true proportion of patients with a DLT.

• Grouped Independent Approach: Define groups of toxicities, using the 20 broad anatomi-

cal/pathophysiological categories defined by the NCI-CTCAE v3 toxicity reporting criteria (National Cancer

Institute 2006). Assign each toxicity group a “group score” that is the incidence of the most frequently

occurring DLT in that group. Then, compute a toxicity score for the trial by assuming toxicities from each

group occur independently, with probability equal to the group score.

• Grouped Sum Approach: Using the same groupings as in the Grouped Independent Approach,

compute a toxicity score for the trial as the sum of the group scores.

We evaluate how each of these five approaches do at estimating the proportion of patients with Grade 3/4

toxicities in clinical trials that report this value given the individual Grade 3/4 toxicities. Because there is

a strong similarity between the set of Grade 3/4 toxicities and the set of DLTs, we believe this metric is a

good approximation of how well the approaches will approximate the proportion of patients with a DLT. 40
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(8.1%) trial arms report this value, though we can only compute the combined metric for 36 of them due

to missing toxicity data. The quality of each combination approach is obtained by taking the correlation

between that approach’s results and the combined grade 3/4 toxicities.

Combination Approach Correlation
Grouped Independent 0.893

Independent 0.875
Max 0.867

Grouped Sum 0.855
Sum 0.820

Table 4 Correlation of estimates of total Grade 3/4 toxicity to the true value.

As reported in Table 4, all five combination approaches provide reasonable estimates for the combined

toxicity value, though in general grouped metrics outperformed non-grouped metrics. The best approach is

the “grouped independent approach,” because it allows the best approximation of the combined Grade 3/4

toxicities. We use this approach to compute the final proportion of patients experiencing a DLT.

If one or more of the DLTs for a trial arm are mentioned in the text but their values cannot be extracted

(e.g. if toxicities are not reported by grade), then the proportion of patients experiencing a DLT for that

trial arm is marked as unavailable. This is the case for 104 (21.0%) of trial arms in the database.

Appendix B: Pseudocode of Evaluation Techniques for Proposed Regimens

Figure 9 provides the full pseudocode for the simulation metric evaluation technique, and Figure 10 provides

the full pseudocode for the matching metric evaluation technique.
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Input: Clinical trial databaseX (rows in chronological order) containing q arms (the first r := dq/5e�1 will

be used as a training set), corresponding trial weight vectorw, and corresponding Phase III study indicator

pIII. Vectors of binary, instantaneous, and average dose variables and demographic/study characteristic

variables for trial k are indicated by bk
, ik,ak, and xk, respectively. Further input: outcome vectors yOS

and yDLT and parameters t and �.

Xboot
,yboot

OS ,yboot
DLT ,w

boot bootstrap resampled versions of the q arms in X, yOS, yDLT, and w

�⇤
OS

,�⇤
DLT

,rOS,rDLT coe�cients and residuals of ridge regression models with parameters selected via

cross-validation, trained with Xboot, yboot
OS , yboot

DLT , and wboot

�

2
OS r0OSdiag(w

boot)rOS/(q� f � 1), with ridge regression degrees of freedom f (Hastie et al. 2009)

�

2
DLT  r0DLTdiag(w

boot)rDLT/(q� f � 1)

P 
Sr

k=1{(bk
, ik,ak)}, PIII {bk | 1 k r, p

III
k = 1}

Xtrain X{1,...,r}, ytrain
OS  yOS,{1,...,r}, ytrain

DLT  yDLT,{1,...,r}, wtrain w{1,...,r}

yCP
OS  [ ],yMod

OS  [ ],yCP
DLT [ ],yMod

DLT  [ ]

for k= r+1 to q do

�̂OS, �̂DLT  coe�cients of ridge regression models trained using Xtrain, ytrain
OS , ytrain

DLT , and wtrain

if Trial k is a control arm of a Phase III trial then

b⇤ bk, i⇤ ik, a⇤ ak, PIII PIII
S
{bk}

else if Trial k is an experimental arm of a Phase III trial then

P̃ {(b, i,a)2P \PIII | �̂b
DLT

0
b+ �̂i

DLT

0
i+ �̂a

DLT

0
a+ �̂x

DLT

0
xk  t}

b⇤
, i⇤,a⇤ argmaxb,i,a2P̃ �̂b

OS

0
b+ �̂i

OS

0
i+ �̂a

OS

0
a+ �̂x

OS

0
xk, with ties broken randomly

PIII PIII
S
{b⇤}

else if Trial k is an arm of a Phase II study then

Solve optimization model (1) using coe�cients �̂OS and �̂DLT , vector u computed using Xtrain, and

patient demographic variables xk, obtaining optimal binary, instantaneous, and average dosage variable

values b⇤
, i⇤, and a⇤, respectively. Use parameter � in the objective, t in constraint (1a), N = 3 in constraint

(1b), set P in constraint (1d), and sets ⌦d derived from X for constraints (1e).

end if

P P
S
{(b⇤

, i⇤,a⇤)}

Append Xtrain with a row derived from b⇤
, i⇤,a⇤, and xk, and append wtrain with wk

Append ytrain
OS with a sample from N (�⇤b

OS

0
b⇤ +�⇤i

OS

0
i⇤ +�⇤a

OS

0a⇤ +�⇤x
OS

0xk
,�

2
OS/wk)

Append ytrain
DLT with a sample from N (�⇤b

DLT

0
b⇤ +�⇤i

DLT

0
i⇤ +�⇤a

DLT

0a⇤ +�⇤x
DLT

0xk
,�

2
DLT/wk)

if Trial k is the experimental arm of a Phase III trial then

Append yCP
OS with �⇤b

OS

0
bk +�⇤i

OS

0
ik +�⇤a

OS

0ak +�⇤x
OS

0xk

Append yMod
OS with �⇤b

OS

0
b⇤ +�⇤i

OS

0
i⇤ +�⇤a

OS

0a⇤ +�⇤x
OS

0xk

Append yCP
DLT with �⇤b

DLT

0
bk+�⇤i

DLT

0
ik+�⇤a

DLT

0ak+�⇤x

DLT

0xk�0.5

Append yMod
DLT with �⇤b

DLT

0
b⇤+�⇤i

DLT

0
i⇤+�⇤a

DLT

0a⇤+�⇤x

DLT

0xk�0.5

end if

end for

Output: yCP
OS , y

Mod
OS , yCP

DLT, and yMod
DLT

Figure 9 Pseudocode of the simulation metric procedure.
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Input: Clinical trial database X (rows in chronological order) containing q arms (the first r :=

dq/5e�1 will be used as a training set), corresponding trial weight vectorw from Section 3.2, and

corresponding Phase III study indicator pIII. Vectors of binary, instantaneous, and average dose

variables and demographic/study characteristic variables for trial k are indicated by bk
, ik,ak,

and xk, respectively. The vector of drug class indicators (Golan et al. 2008) for trial k is indicated

by ck. Further input includes outcome vectors yOS and yDLT and parameter t.

PIII {bk | 1 k r, p

III
k = 1}

yCP
OS  [ ],yMod

OS  [ ],yCP
DLT [ ],yMod

DLT [ ]

for k= r+1 to q do

if Trial k is a control arm of a Phase III trial then

PIII PIII
S
{bk}

else if Trial k is an experimental arm of a Phase III trial then

Xtrain X{1,...,k�1}, ytrain
OS  yOS,{1,...,k�1}, ytrain

DLT  yDLT,{1,...,k�1}, wtrain w{1,...,k�1}

�̂OS, �̂DLT  coe�cients of ridge regression models with parameters selected via cross-

validation (see Section 3), trained using Xtrain, ytrain
OS , ytrain

DLT , and wtrain

P 
Sk�1

j=1

{(bj
, ij,aj)}

P̃ {(b, i,a)2P \PIII | �̂b
DLT

0
b+ �̂i

DLT

0
i+ �̂a

DLT

0
a+ �̂x

DLT

0
xk  t}

b⇤
, i⇤,a⇤ argmaxb,i,a2P̃ �̂b

OS

0
b+ �̂i

OS

0
i+ �̂a

OS

0
a+ �̂x

OS

0
xk, with ties broken randomly

PIII PIII
S
{b⇤}

c⇤ vector of drug class indicators (Golan et al. 2008) from b⇤

F argmaxkjq 90c⇤
0cj +9b⇤0bj +b⇤0[

a⇤1=a
j
1 and i⇤1=i

j
1
. . .

a⇤n=a
j
n and i⇤n=i

j
n
]

Append yCP
OS with yOS,k and append yCP

DLT with yDLT,k�0.5

Append yMod
OS with

P
j2F yOS,j/|F| and append yMod

DLT with
P

j2F yDLT,j�0.5/|F|

end if

end for

Output: yCP
OS , y

Mod
OS , yCP

DLT, and yMod
DLT

Figure 10 Pseudocode of the matching metric procedure.
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